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Fast tunnel rates in Si/SiGe one-electron single and double quantum dots
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We report the fabrication and measurement of one-electron single and double quantum dots with fast
tunnel rates in a Si/SiGe heterostructure. Achieving fast tunnel rates in few-electron dots can be
challenging, in part due to the large electron effective mass in Si. Using charge sensing, we identify
signatures of tunnel rates in and out of the dot that are fast or slow compared to the measurement
rate. Such signatures provide a means to calibrate the absolute electron number and verify single
electron occupation. Pulsed gate voltage measurements are used to validate the approach. © 2010

American Institute of Physics. [doi:10.1063/1.3425892]

The spins of electrons isolated in quantum dots are
promising candidates for solid-state qubits.l Spin readout
and manipulation have been demonstrated in GaAs quantum
dots, using both one and two-electron spin states as logical
qubits.zf4 To enable successful error correction, it is advan-
tageous to have spin dephasing times and lifetimes as long as
possible. Because isotopes of Si with zero nuclear spin exist,
resulting in particularly slow electron spin dephasing and
long lifetimes,” a number of proposals have been made for
spin qubits based on confined electrons in Si quantum dots
and donors.* "> There has been significant progress in the
development of quantum dots in Si (Refs. 13-25) but achiev-
ing single-charge occupation in Si dots is challenging. One
issue is the relatively large electron effective mass m™ in Si,
which leads to smaller tunnel rates than would arise for the
same size and shape barrier in materials with lighter m".
While occupation of Si single quantum dots by individual
charges has been demonstrated for both electrons®®*’ and
holes,”® a double quantum dot with a single electron in each
dot, the foundation for coupled qubits, or the two-electron
singlet-triplet qubit,29 has not been achieved until now.

This paper reports the demonstration of Si/SiGe single
and double quantum dots occupied by zero, one, and two
electrons, and it describes signatures of fast tunnel rates in
the one-electron limit for these dots. We show that tunnel
rates in Si/SiGe quantum dots change noticeably over mod-
erate gate voltage ranges that correspond to removing several
electrons from the quantum dot. This change is rapid enough
to require retuning of the tunnel barriers in and out of the dot
when approaching the one-electron state. By careful tuning
of the gate voltages, we can measure reliably the expulsion
of the last electron from the quantum dot, providing an ab-
solute reference for charge counting. By using pulsed gate
voltages in combination with charge sensing, we demonstrate
electron tunneling at rates as high as 2 MHz in a one-electron
single quantum dot and 50 kHz in a one-electron double
quantum dot.

The quantum dot used in this work is formed in a
Si/SiGe heterostructure containing a two-dimensional elec-
tron gas approximately 79 nm below the crystal surface,
with a carrier density of 5.15X 10'"" ¢cm™ and mobility of
120 000 ¢cm?/V s, after illumination with red light for 10 s
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while at a temperature of 4.2 K at the beginning of the ex-
periment. The heterostructure consists of an undoped relaxed
buffer of Si/Siy7,Geg,9, a strained-Si quantum well 18 nm
thick, 22 nm undoped Si/Sij7;Gej,9, 2.6 nm phosphrous-
doped Si/Sij7;Geg o9, 45 nm undoped Si/Sij;;Geg o9, and a
9 nm Si cap layer. Figure 1(a) shows a scanning electron
micrograph of a device with the same gate structure as that
reported here. The top-gates are formed by electron-beam
evaporation of Pd onto the HF-etched surface of the hetero-
structure, following a gate design similar to Ref. 30. The
gates sit on a square mesa of width 35 um defined by reac-
tive ion etching. The squares at the four corners represent the
directions toward available Ohmic contacts. All measure-
ments were performed in a dilution refrigerator with a mix-
ing chamber temperature below 20 mK.

The quantum dot is formed by the application of nega-
tive voltages to gates L, M, R, and T. The dot is tuned to the
few-electron regime by making the voltages on the gates
more negative. Two charge sensing point contacts are formed
by the application of negative voltage to the left (Q;) and
right (Qg) quantum point contact (QPC) gates. Figure 1(b) is
a plot of the transconductance g=dlgpc/ IV as a function of
Vi, where Igpc is the current through the left point contact.
The regularly spaced peaks in g represent changes in the
charge occupation of the dot of one electron. Figure 1(c)
shows g as a function of V), and V;; the peaks in g lie along
straight lines, indicating that the device is a single quantum
dot in this gate voltage regime.
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FIG. 1. (Color online) (a) Scanning electron micrograph of the top-gates
that define the active region of the device. (b) The transconductance g of the
charge-sensing QPC as a function of V,,. Peaks in g represent electron
tunneling events. (c) Plot of g vs the gate voltages V), and V;. The dark lines
indicate electron tunneling events and are parallel, showing that the device
is a single quantum dot in this gate voltage regime.
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FIG. 2. Demonstration of fast and slow electron tunneling between the leads
and the quantum dot (horizontal black lines). Panels (a), (c), and (e) show
the QPC transconductance g as a function of V), for repeated sweeps, la-
beled with the index i. The gate voltage conditions are as follows: (a)
V,=-0.725 V, Vx=-0.83 V, (c) V,=-0.65 V, Vx=-0.94 V, and (e) V,
=-0.54 V, Vx=-0.965 V. The plots are arranged so that the corresponding
charge transitions are aligned. Panels (b), (d), and (f) show schematic dia-
grams of the potential landscape for the plot above each diagram. (g) Time-
averaged charge sensing in the presence of a pulsed gate voltage for the
same conditions as panel (e): g as a function of V,, and pulse frequency f.

A key question is how to assess whether the last observ-
able line in a plot such as that shown in Fig. 1(c) represents
the removal of the last electron in the quantum dot. One
typically expects the changes in gate voltage AV to become
nonuniform as the last electron is approached.2 A concern
that is sometimes raised is whether the tunnel rate into the
dot has become sufficiently slow that an additional transition
is simply missed. This concern is perhaps especially well
taken in Si, because the effective mass of electrons in silicon
(m*=0.19m,) is higher than that in GaAs (m*=0.067m,), the
most widely studied host for semiconductor quantum dots.
Because of its relatively large m*, tunnel rates in Si will vary
much more strongly as the tunnel barrier is changed than in
GaAs. As a result, care must be taken, in device design and
in experimental measurements, to ensure that the tunnel bar-
riers do not turn opaque as gate voltages are made more
negative and the few electron regime is reached. We show
that such changes in tunnel rates yield clear signatures in the
data, enabling the device used here to be reliably tuned to a
regime with fast tunnel rates.

Figure 2 shows signatures of both fast and slow tunnel
rates. The gray-scale reports g versus V), for repeated sweeps
of V), through the same voltage range. For these sweeps, the
dwell time per data point is 250 ms, and the voltage step per
data point is 2 mV in Figs. 2(a) and 2(c) and 1 mV in Figs.
2(e) and 2(g). The horizontal axis is an index i representing
the sweep number. Near the top of Fig. 2(a), the gray lines
corresponding to charge transitions are straight and smooth:
electrons hop out of the dot as soon as the dot chemical
potential crosses the Fermi level of the leads, and the tunnel-
ing time 7 is small compared with the dwell time per data
point. As V,, is made more negative, the number of electrons
in the dot decreases, and at the same time cross-talk between
gate M and the quantum dot entrance and exit point contacts
reduces the tunnel coupling between the dot and the leads,
increasing 7. Eventually 7 approaches and then exceeds the
dwell time per data point, and near the bottom of panel (a)
the horizontal lines are no longer smooth but rather exhibit
random fluctuations. An important feature of the data in Fig.
2 is that the breaking up of the charge transition lines is
gradual in Fig. 2(a), the line at V;;=—0.48 V is smooth and
straight, and the next two lines, while clearly in the limit of
slow 7, are nonetheless easily discernible. Figure 2(b) shows
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FIG. 3. One-electron Si/SiGe double quantum dot. (a) Charge stability dia-
gram showing the QPC transconductance g. (b) Time-averaged pulsed-gate
charge sensing with a 50 kHz square wave of peak-to-peak amplitude 7 mV
added to Vg: g as a function of V along the white dashed line in (a).

a schematic representation of the potential landscape of the
dot for the conditions of panel (a).

Figures 2(c) and 2(d) show plots analogous to Figs. 2(a)
and 2(b), with the voltages V; and Vj changed to increase the
coupling to the left lead at the expense of that to the right
lead. Because the tunnel couplings act in parallel, such a
procedure reduces the tunneling time 7, and one expects to
see smoother horizontal lines. In Fig. 2(c), the vertical axis is
offset to correct for the effect of changing V; and Vp, lining
up the same charge transitions in Figs. 2(a) and 2(c). The
second to last charge transition is now straight and smooth,
while the last transition is still uneven. Note that the sensi-
tivity of the charge-sensing point contact to electron tunnel-
ing events is also improved in Fig. 2(c) compared with Fig.
2(a) because the changes in gate voltage shift the position of
the dot to the left, closer to the charge sensing channel. Fig-
ures 2(e) and 2(f) show the results of repeating this proce-
dure; again, identical charge transitions are aligned. All of
the lines are now straight and smooth, no additional lines
have appeared below the final transition, and the sensitivity
of the charge sensing is higher still.

The conditions in Fig. 2(e) correspond to tunnel rates
fast enough that relatively high-frequency pulsed-gate volt-
age measurements>' can be performed. Figure 2(g) shows the
time-average of the conductance g in the presence of a
square wave of constant peak-to-peak amplitude 10 mV
added to V;. In Fig. 2(g), every transition line has split into
two lines with no change in intensity as a function of fre-
quency for frequencies up to 2 MHz, indicating that the load-
ing and unloading rates of electrons into and out of the dot
are faster than the pulse frequency over this entire frequency
range.

We now reconfigure the voltages on the gates and move
smoothly from the one-electron single dot regime to the one-
electron double dot regime. To split the single dot into a
double dot, V; is made more negative, and the other gate
voltages are adjusted to keep the one electron line visible.
Figure 3(a) is a plot of g as a function of V; and Vj in the
double dot regime, showing the characteristic “honeycomb”
charge transition lines. The extended empty region toward
the lower left corner corresponds to the (0,0) charge configu-
ration. We characterize the tunnel rates at points A and B by
applying voltage pulses to gate R. Figure 3(b) shows g as a
function of the sweep index i and Vj, with a 50 kHz square-
wave pulse of peak-to-peak amplitude 7 mV added to Vp.
The charge transition lines at A and B in Fig. 3(a), split into
two smooth lines in Fig. 3(b), demonstrating that the tunnel
rates are at least of the order of 50 kHz, and that the tunnel-
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ing times 7 are much faster than the dwell time per data pixel
in Fig. 3(a), which is 200 ms. A measurement performed at
the locations of points C and D in Fig. 3(a) yields similar
results. Note that the data in Fig. 3(a) and that in Fig. 3(b)
were taken on different days, explaining the small shift in the
operating point between the two sets of data.

We have presented charge sensing data for single and
double Si/SiGe quantum dots in the one-electron regime. We
find that tuning the gate voltages provides good control over
the tunnel rates in this regime, and that pulsed gate voltage
measurements can be performed on both single and double
dots. For the single dot, we have demonstrated tunnel rates in
excess of 2 MHz, and for the one electron double dot, we
observe tunnel rates in excess of 50 kHz to each of the leads.
Further increases in tunnel rates are likely to be achievable
by changing the size of the gate pattern.
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